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We consider the mechanism design problem of a single item auction with multiple bidders where the auctioneer is sequentially rational and unable to commit to the rules of the auction. Bidders do not share any information and can only communicate privately with the auctioneer, who is free to manipulate the auction as long as deviations are undetectable by bidders. In this setting, strategy-proof direct revelation mechanisms are not credible since the auctioneer can easily mischaracterize the history of the game to obtain higher revenue. We introduce the Deferred Revelation Auction (DRA), a two-round mechanism that is strategy-proof not only for bidders but also for the auctioneer under distributional and computational hardness assumptions.
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1 INTRODUCTION

We consider the problem of an auctioneer that wants to auction a single item to multiple bidders. Bidders can only communicate privately with the auctioneer and there is no previous setup between bidders – e.g., bidders do not share any private information and do not know each other’s identity. We assume bidders have independent private values (IPV) drawn from a distribution known by the auctioneer.

In this setting, the question of how to design strategy-proof auctions – in which following the protocol is an equilibrium for bidders – is central question to mechanism design. More than a half-century ago, when first introducing second-price auctions1 to the academic world, Vickrey [1] argued that the strategy-proof second-price auction incurs low mental effort from bidders to participate. This potentially attracts more participants to the auction, improving the allocation of resources and the seller’s revenue. Unfortunately, unlike first-price auctions, second-price auctions are not self-policing and require bidders to trust that the auctioneer will commit to the “rules of the game”.

To address this lack of transparency, Vickrey [1] envisioned the existence of a trusted third-party that handles the bids, revealing the second-highest bid to the winner. In practice, to abstract away the incentives behind the auctioneer, the research community has traditionally assumed the mechanism and the auctioneer, the agent responsible for implementing the rules of the game, are one indivisible entity which commits to the mechanism [2, 3].

In the internet age, online auctions are ubiquitous and contribute to multi-billion dollar markets in advertising [4, 5], wireless spectrum [6], and commodities [7, 8] to name a few. However, consumers increasingly require more transparency and trust from online services [9]; notwithstanding, there is a real fear by bidders of the auctioneer cheating in a second-price auction [10]. This lack of self-regulation embedded in the rules of the second-price auction allowed ad-exchanges to introduce complex dynamics on how the mechanism is implemented, generating mistrust from buyers and leading major ad-exchanges to move away from second-price auctions to first-price auctions [11].

As our main contribution, we introduce an efficient two-round2 cryptographic auction that is strategy-proof for the auctioneer and bidders under standard computational hardness assumptions (i.e., existence of cryptographic commitments [12]) and distributional assumptions on a bidder’s

---

1On the contrary of the first-price auction where the winner is the highest bidder who pays his bid, in a second-price auction, the winner is still the highest bidder who pays only the second-highest bid. In a second-price auction, assuming truthful bidding by other bidders, a bidder has no incentive to not bid his true value.

2We define round complexity of a game as the maximum number of times a player is invited to play.
prior (i.e., α-Strongly Regularity [13], and/or Monotone Hazard Rate [14]) without the need of any trusted third-party (e.g., Auditors), service (e.g., Public-Key Infrastructure [15], Blockchain [16]), or setup (e.g., Public Randomness [17]). In a formal sense, under such general model, the auctioneer can still deviate; however, the auctioneer commits to follow the rules of the game because any deviation is either detectable or not profitable in expectation.

1.1 Related Work

1.1.1 Optimal Credible Auctions. The mechanism designer wishes to design an ex-ante mechanism that maximizes expected revenue subject to incentive compatibility constraints – that is, it is in bidders best interest to act according to their true preferences. Myerson [3] gave a complete characterization of the optimal auction for the single item, multiple bidders case. When bidders are symmetric (i.e., have the same prior), the optimal auction is known to be the second-price auction with an optimal reserve price (i.e., the minimum price the auctioneer will accept to sell the item). Throughout the paper, we will often refer to mechanisms that implement the second-price auction allocation, but our results extend to optimal auctions in the non-symmetric case as well.

By introducing incentive compatibility to the auctioneer, Akbarpou and Li [18] formally defined a mechanism as credible if there are no safe deviations$^3$ from the mechanism’s rules that are profitable. Credibility is seen as one property responsible for the success or failure of auctions in practice [19]. Although a desirable property, Akbarpou and Li showed a trade-off between strategy-proofness and credibility. One can design efficient single-round auctions that are credible or strategy-proof: the first and second-price auctions respectively; however, there is a unique optimal auction format that is strategy-proof and credible and such auction requires an unbounded number of rounds in the worst-case: the ascending auction with optimal reserve.

Their result draws an interesting observation: although the optimal ascending auction implements the same outcome as the optimal second-price auction, how information is revealed to the auctioneer plays a central role in the incentives for the auctioneer to honestly implement the auction format. Inspired by their work, we show that their impossibility result can be overcome by introducing computational (i.e., the auctioneer is computationally bounded and the existence of cryptographic commitments) and Bayesian assumptions (i.e., bidders are drawn from a commonly assumed family of distributions).

1.1.2 Mechanism Design with Imperfect Commitment. The literature in mechanism design with imperfect commitment considers the ex-post mechanism design problem where the auctioneer aggregates information learned during the game in the choice of the outcome [20, 21]. Bester and Strausz [22] consider the mechanism design problem when the mechanism designer cannot commit to an allocation function and show that for more than one agent, direct revelation mechanisms are sub-optimal. Liu et al. [23] consider the mechanism design problem when the auctioneer cannot commit to not re-auction the item, at a lower reserve, if all bidders are below the reserve. Most related to our work is the work of Akbarpour and Li [18] where the auction game is modeled as an extensive-form game where the auctioneer is sequentially rational and the auction is one-shot – that is, the auctioneer cannot re-auction the item if it is not allocated.

1.1.3 Secure Computation. In secure computation, agents have private inputs and wish to compute a functionality privately without the need of a trusted third-party. Introduced in Yao’s millionaire problem [24] – two millionaires want to compute who has more money without revealing their wealth –, secure multi-party computation has been a central problem in cryptography (See chapter 7 of [25] for a survey on the topic).

$^3$A deviation is safe if no bidder can ever detect with certainty a deviation from the mechanism’s rules.
Given the success and the advancements in secure computation, it is natural to ask if we could borrow those techniques to construct credible auctions. In particular, we could envision a scenario where bidders privately compute the outcome of the auction without the need for an auctioneer. Unfortunately, known impossibility results limit the use of general multi-party secure computation to the auction setting when bidders cannot be forced to participate and the lack of a trusted third-party to authenticate bidders and the lack of a trusted setup between bidders forces the auction to be permissionless\(^4\).

It is known that general secure multi-party computation is possible under a strict majority of honest parties and access to broadcast channels [27–29]. By having multiple auctioneers and assuming at least a third of the auctioneers are honest, Franklin and Reiter [30] have proposed a distributed auction that is guaranteed not to have price inflation. When a majority is not guaranteed, general multi-party computation is impossible if parties are allowed to abort [31]. By allowing parties to abort, we cannot have fairness – once a party learns the output, that party can abort the protocol and refuse to share the output with other parties. Assuming no collusion, Bradford et al. [32] analyzed protocols for secure computation of an auction and consider the incentives of bidders to not abort once they learn the outcome.

Bentov and Kumaresan [33] have proposed a protocol for secure computation that penalizes parties through security deposits in Bitcoin [26]: parties have their deposit withheld if a deviation is detected. Security deposits are a common paradigm in the domain of rational adversaries where it is often assumed there is a large enough penalty that incentivizes parties to behave honestly; however, for the domain of credible auction design, we show that no penalty suffices if bidders have unbounded support distribution, Theorem 4.1 and Theorem 5.2.

The known impossibility results for general multi-party computation reveal the challenge of designing credible auctions in a general setting: an honest majority is not possible since the auctioneer can perform a Sybil attack [34] (i.e., forge the identity of multiple bidders), and bidders can abort from the auction at any point of the game.

1.1.4 Cryptographic Auctions. Cryptographic Vickrey Auctions have been proposed to handle the privacy of bids [35, 36] and the fear of a cheating auctioneer [37–39]. In addition to standard cryptographic assumptions, previous work has introduced many different assumptions to deal with a cheating auctioneer. Assuming bidders do not abort, and the existence of a public-key authority to authenticate bidder’s identities, Nurmi [37] proposed an auction where bidders first post encrypted bids, and then reveal their private decryption key. Unfortunately, public-key encryption and digital signatures are only secure if there is a previous setup between bidders and/or assuming a trusted authority to authenticate bidders. If bidders require the auctioneer to share bidder’s identities and/or setup a key-agreement protocol, the auctioneer can act as an active adversary that intercepts every communication between bidders [40].

Focusing on the privacy of bids, assuming a public-key authority, Brandt [38] proposed a cryptographic auction where bidders encrypt for all possible bids a bit indicating if they are willing to pay for that bid. Their protocol allows the auctioneer to recover the second-highest bid without learning too much information about other bids. [39] removes the need of the auctioneer by using a variant of a secret sharing scheme. Brandt [38, 39] punish through fines bidders that deviate from the protocol and refuse to participate. As a limitation, [38] and [39] requires bandwidth linear to

\(^4\) In a permissionless protocol, any agent is free to enter and participate without previous permission and authentication. Permissionless is an important component behind the success of the internet and blockchain technologies [26]. Although desirable, permissionless protocols are vulnerable to a Sybil attack where one party can forge multiple identities. In a permissionless auction, we are particularly concerned about the auctioneer impersonating multiple bidder identities turning any protocol requiring honest majority vulnerable.
the bidding space (i.e., exponential in the bit representation of bids) and did not explicitly define the punishment scheme. In the present work, we raise a subtle point about protocols that require punishing cheating agents. If fines are paid to the auctioneer and the auctioneer can perform a Sybil attack, then fines incurred by agents controlled by the auctioneer are irrelevant and will never impact the auctioneer’s utility. In our work, we propose a simple but effective change of paradigm by requiring penalties to be paid to the highest bidder; therefore, a Sybil (i.e., fake bidder) that is detected deviating indirectly affects the auctioneer’s utility.

Stubblebine et al. [41] propose a fair online auction but require trusted notaries and public-key authorities. Parkes et al. [42] propose an auditable auction with the use of trusted notaries and a trusted Time-Lapse Cryptography Service (TLC), a service that releases a decryption key after a specified time. TLC provides benefits to cryptographic commitment schemes since a bidder cannot refuse to reveal their bid; however, it requires a trusted service and the extra latency can be impracticable for many applications.

1.2 Cryptographic Credible Mechanisms

As our main result, we propose a simple modification to any ex-ante direct revelation mechanism – that is, a mechanism that commits to an allocation function and then requests bidders to submit their bids. In this section, we will first describe a strawman mechanism that implements the second-price auction with a reserve price and describe safe deviations that are profitable for the auctioneer to later informally motivate the final construction. In Section 3, we formally give the construction for every ex-ante direct revelation mechanism including the case of optimal auctions for non-symmetric bidders.

**Definition 1.1 (Strawman Auction).**

1\textsuperscript{st} Round:
- The auctioneer requests bidders to submit cryptographic commitments\footnote{A cryptographic commitment scheme is a 2-ary function $\text{Commit}(v, r)$ where $v$ is the value being committed and $r$ is a random string of size $\lambda$, the security parameter. A sender commits to a value $v$ by sending $c = \text{Commit}(v, r)$ to the receiver. The sender opens the commitment by making $(v, r)$ public. The commitment is successfully opened if upon receiving strings $(v', r')$, the receiver confirms that $c = \text{Commit}(v', r')$. Informally, a commitment is secure if it is hiding (e.g., by observing only $c$, the receiver learns nothing about $v$) and binding (e.g., the sender cannot find inputs $(v, r)$ and $(v', r')$ where $\text{Commit}(v, r) = \text{Commit}(v', r')$).} of their bids.
- The auctioneer makes bid commitments public to everyone.

2\textsuperscript{nd} Round:
- The auctioneer request bidders to open their bid commitments.
- The auctioneer opens all bid commitments to everyone.
- The item is allocated to the highest bidder, who pays the second-highest bid or the reserve (whichever is higher).

The auctioneer cannot inflate the second-highest bid by introducing new bids after a bidder reveals his bid; however, the auctioneer can forge the identity of multiple fake bidders before the end of 1\textsuperscript{st} round. By doing so, each fake bid works as a “reserve price”. If the auctioneer always reveals all fake bids, there is no point for the auctioneer to submit more than one fake bid since the non-highest fake bids will never influence the outcome of the auction. Moreover, if the reserve price is optimal, in hindsight, there is no reason for the auctioneer to submit any fake bid. However, if the reserve was not optimal, in hindsight, the auctioneer can submit a fake bid equal to the optimal reserve which results in a profitable deviation. An identical phenomenon happens in the ascending auction where Akbarpou and Li [23] pointed out that the ascending auction with optimal reserve is only credible because it is an ex-ante optimal auction.
Even if the reserve price is optimal, it is not realistic to assume that all bidders will continue to participate of the auction once they have learned of the other bidder’s bids – that is, it is reasonable and realistic to assume that bidders can abort from the protocol at any time. Participation incentives in games have been vastly studied in the literature of rational secret sharing and multi-party computation [43–45]. In rational secret sharing, players favor to learn the secret above all else but prefer to learn the secret alone. In that context, Halpern and Teague [43] showed that Shamir’s secret sharing protocol has a unique equilibrium where no party shares their share; moreover, that property is shared by every finite protocol due to a backward induction argument.

In the strawman auction, if we assume bidders can abort from the protocol at any point, the auctioneer can abort fake bidders that bid above the highest real bidder. For the real bidder, it is not possible to distinguish from the context what caused a bidder to no reveal his commitment. As an alternative, we could modify the mechanism to require the auction to restart once a bidder aborts; however, this gives power for the auctioneer to force the auction to abort and restart once the auctioneer learns the value of the real bidders. As an alternative solution, we can simply ignore bidders that abort and design a punishment scheme for such bidders. By ignoring bidders that abort, Theorem 4.1 shows that such deviations can be extremely profitable for the auctioneer even when we introduce a punishment scheme. In Section 5, by introducing assumptions in the bidders prior, we can overcome the impossibility result of Theorem 4.1.

Next, we modify the strawman auction to include a punishment scheme for bidders that abort.

**Definition 1.2 (Strawman Auction with Punishment).**

1st Round:
- The auctioneer requests bidders to submit cryptographic commitments of their bids.
- Bidders send their bid commitment together with a pre-agreed commitment fee deposit.
- The auctioneer makes bid commitments public to everyone.

2nd Round:
- The auctioneer request bidders to open their bid commitments.
- The auctioneer opens all bid commitments to everyone.
- The auctioneer refunds the commitment fee of a bidder if the bidder successfully opens his bid commitment.
- The item is allocated to the highest bidder, who pays the second-highest bid or the reserve (whichever is higher).
- If a bidder aborts or fails to open his commitment, their commitment fee is given to the winning bidder.

The main modification of the mechanism is to introduce a commitment fee (e.g., entry fee) to the auction. The goal of the fee is two-fold: we want to disincentivize bidders from aborting during the game and we want to penalize the auctioneer for impersonating fake bidders. Auctions with entry fee have been studied in the context of optimal entry of bidders – that is, the number of bidders is not fixed but depends on the equilibrium induce by the entry fee – in first-price auctions [46] and in more general auction formats [47].

By introducing bid commitments and commitment fees to the second-price auction, the mechanism “appears to become self-policing” because the winning bidder only accepts the outcome of the auction if the auctioneer can prove no bidder bid higher; therefore, by introducing fake bids, the auctioneer risks overbidding the highest bidder. It is still possible for the auctioneer to deviate and hide fake bids that are above the highest bidder but that incurs the payment of a penalty to the winning bidder. We emphasize the mechanism simply appears to become self-policy. Because the auctioneer is aware of the prior distribution of bidders, without restricting the class of distributions
bidders are drawn, we show that the auctioneer can profitably deviate for any penalty policy, Theorem 4.1.

Although previous work in cryptographic auctions focused mostly in the privacy of bids, and audibility of the auctioneer’s actions, our cryptographic auction gives no expectation of privacy. We focus in designing optimal strategy-proof credible auctions with as few rounds as possible; however, we point out that the auctioneer could use a Zero-Knowledge Interactive Proof (ZKIP) for every language in NP\(^6\) to prove that the allocation is consistent without revealing the bids. By using Feige and Shamir’s protocol [48] privacy can be preserved with two extra rounds, which can be removed in the common reference string model [49] (i.e., access to public randomness) or in the random oracle model [50].

1.3 Organization and Summary

In Section 3, for every ex-ante direct revelation auction, we define cryptographic auction, a Deferred Revelation Auction (DRA), that computes the same allocation and payment of the direct revelation counterpart. We define Deferred Revelation Second-Price Auction (DRSPA) as the DRA that implements the second-price auction. A natural question is how big if any, should the commitment fee be so that the mechanism becomes credible. For that, we show a connection between the tail of bidder’s prior-value distribution and credibility.

In Section 4, we analyze the case where bidders have a regular distribution and show that regularity is not sufficient for DRSPA with optimal reserve to be credible. In Theorem 4.1, we construct an auction instance with a single bidder drawn from a regular distribution where for every commitment fee – even if fees are allowed to depends on the current state of the game –, DRSPA is not credible. Moreover, Theorem 4.1 shows that the auctioneer can obtain revenue with an infinite gap from the revenue of the optimal truthful mechanism.

In Section 5, we relax regularity and consider the class of \(\alpha\)-strongly regular distributions [13, 51] and Monotone Hazard Rate distributions (MHR) [14]. We show that as long as bidders have MHR distribution and the commitment fee of each bidder is at least their optimal reserve price, DRA with optimal reserve is credible. Corollary 5.1. For \(\alpha\)-strongly regular distributions, we show that for a single bidder, if the commitment fee is \(O(r)\) (\(r\) is the optimal reserve), DRSPA is credible, Theorem 5.1. For two or more bidders, for all commitment fees – even if fees are allowed to depends on the current state of the game –, there is a safe deviation for the auctioneer that gets strictly more revenue than the optimal truthful auction; however, for a commitment fee of \(poly(1/\epsilon, n, r)\), DRSPA is \(\epsilon\)-credible – that is, the auctioneer cannot get more than the revenue of the optimal truthful auction plus \(\epsilon\) additive bonus.

2 PRELIMINARIES

Distribution. For random variable \(X\), let \(F_X\) and \(f_X(x)\) be the cumulative density and probability density functions of \(X\) respectively. Let \(u_{x_{\min}}^X := \sup\{x|F(x) = 0\}\) and \(u_{x_{\max}}^X := \inf\{x|F(x) = 1\}\) which defines the interval where \(X\) is supported.

Auction. There is an auctioneer with a single indivisible item and a set \([n] = \{1, 2, \ldots, n\}\) of bidders. In the end of the auction, the auctioneer allocates the item and request payments. We assume bidders have independent private values where bidder \(i \in [n]\) has value \(v_i\) drawn from distribution \(D_i \in D\) with finite support \(X_i\) where \(D\) is a finite collection of distributions. The auctioneer knows \(D_i\) but not \(v_i\). Bidders know their value and their distribution but do not share

---

\(^6\)Formally a language \(L \in NP\) if there is a polynomial-time verifier \(V\) such that for all \(x \in L\), there is a witness \(w\) where the verifier accepts \(w\) as a witness for the membership of \(x\) in \(L\). On the other hand, if \(x \notin L\), then for all \(w\), the verifier rejects \(w\) as a witness for the membership of \(x\) in \(L\).
any private information. We denote $D = \times_{i=1}^n D_i$ as the product distribution where the value profile $v = (v_1, v_2, ..., v_n)$ is drawn. We denote $\nu_{-i}$ as the value of all bidders but bidder $i$. For distribution $D_i$, $F_i(x) = \Pr_{\nu \leftarrow D_i}[\nu \leq x]$ denotes the cumulative density function and $f_i(x) = \Pr_{\nu \leftarrow D_i}[\nu = x]$ denotes the probability density function.

**Communication Model.** The auctioneer has access to a private communication channel with each bidder. The game starts with the auctioneer active. Once active, the auctioneer can abort a bidder or activate a bidder by submitting a request. Once activated with a request, a bidder aborts or submits a reply. Once a bidder aborts or replies, the auctioneer is activated. The game ends when all bidders abort or the auctioneer halts.

**Game.** A game $G$ is a sequence of requests by the auctioneer and replies by bidders. A game is represented by a game tree where each node is owned by the agent responsible for the next move. Given an auctioneer strategy $s_0 \in S_0$, we denote $G^{s_0}$ as the game implemented by strategy $s_0$. Similarly, each bidder $i$ has a corresponding strategy $s_i \in S_i$ when playing game $G^{s_0}$.

**Computational Assumptions.** We assume all agents (i.e., the auctioneer and bidders) are computationally bounded. That is, a strategy $s$ of a computationally bounded agent is valid if there is a probabilistic Turing Machine (TM) that can simulate $s$ in polynomial-time with respect to the number of bidders $n$ and the security parameter $^\sharp \lambda$.

**Mechanism.** A mechanism is a tuple $(G, s)$ where $s = (s_1, s_2, ..., s_n)$ is the strategy profile of all bidders. Given values $\nu = (v_1, v_2, ..., v_n)$ and strategies $s$, the game $G$ results in an outcome $O(G, s, \nu)$. Let $O_i(G, s_i, \nu)$ be part of the outcome observed by bidder $i$ such that $O(G, s, \nu) = \cup_{i \in [n]} O_i(G, s_i, \nu)$. The outcome results in an allocation $\pi : \times_{i \in [n]} S_i \times X \rightarrow [0, 1]^n$ and payment $p : \times_{i \in [n]} S_i \times X \rightarrow \mathbb{R}^n$ where $\pi_i(s, \nu)$ denotes the probability bidder $i$ receives the item and $p_i(s, \nu)$ denotes bidder’s $i$ payment. An allocation is feasible if $\sum_{i=1}^n \pi_i(s, \nu) \leq 1$. A mechanism is deterministic if $\pi_i(s, \nu) \in \{0, 1\}$ for all $i \in [n]$. Bidders have quasi-linear utility, where bidder $i$ has utility $u^G_i(s, \nu) = (v_i - p_i(s, \nu)) \cdot \pi_i(s, \nu)$. We denote $u_0(s_0, s, \nu) = \sum_{i=1}^n p_i(s, \nu)$ as the revenue for the auctioneer.

A mechanism $(G, s)$ is Bayes Incentive-Compatible (BIC), if for all bidders $i \in [n]$ is in their best interest to follow strategy $s_i$ in expectation over $s_{-i}$.

**Definition 2.1 (Bayes Incentive-Compatible (BIC) Mechanism).** A mechanism $(G, s)$ is BIC if for all $i \in [n]$, $\forall \nu_i \in X_i, \forall s_i' \in S_i$:

$$E_{\nu_{-i} \leftarrow D_{-i}}[u^G_i(s_i, s_{-i}, \nu)] \geq E_{\nu_{-i} \leftarrow D_{-i}}[u^G_i(s_i', s_{-i}, \nu)]$$

**Direct Revelation Mechanism.** A mechanism is direct revelation if bidders are restrict to strategies that map values to bids – that is, $s_i : X_i \rightarrow X_i$. We say the auctioneer public commits to an ex-ante mechanism $(\pi, p)$ if for all bid profiles $b \in X$, the auctioneer is guaranteed to allocate the item according to $\pi(b)$ and collect payments according to $p(b)$ where $\pi$ and $p$ are public $n$-ary functions. For a direct revelation mechanism represented by $(\pi, p)$, when bidders bid according to strategy $s$ and have value profile $\nu$, we write $\pi(b)$ instead of $\pi(s(\nu))$ and $p(b)$ instead of $p(s(\nu))$ where $b = s(\nu)$ is the bid profile of all bidders. If direct revelation mechanism $(G, s)$ is BIC, then bidders bid their value – that is, $s(\nu) = \nu$.

If the auctioneer can commit to a mechanism, by the **Revelation Principle** (Theorem 2 of [52]), it is without loss of generality to consider only direct revelation mechanisms when maximizing revenue over BIC mechanisms – that is, for every BIC mechanism, there is always a direct revelation mechanism that gives the same utility for the auctioneer and bidders.

---

^\sharp The security parameter measures how hard it is for an adversary to break a cryptographic scheme.
Virtual Values. For a one dimensional distribution $F$, we define for all $x \geq 0$, $\phi^F(x) := x - \frac{1-F(x)}{f(x)}$ as the virtual value function of $F$. We drop the superscript $F$ if $F$ is clear from context. We call $h^F(x) := \frac{f(x)}{1-F(x)}$ the Hazard Rate of $F$.

The celebrated Myerson’s lemma characterize the revenue of a ex-ante BIC direct revelation mechanism in terms of the expected virtual welfare of the mechanism:

**Lemma 2.1 (Myerson’s lemma[3]).** For an ex-ante BIC mechanism with allocation rule $\pi$, and payment rule $p$, we have

$$E_{U \leftarrow D} \left[ \sum_{i=1}^{n} p_i(v) \right] = E_{U \leftarrow D} \left[ \sum_{i=1}^{n} \pi_i(v)\phi_i(v_i) \right]$$  \hspace{1cm} (1)

where $\phi_i(v)$ is the virtual value function of bidder $i$. The allocation $\pi(v)$ uniquely determines the payment rule $p(v)$:

$$p_i(v) = \pi_i(v)v_i - \int_0^{v_i} \pi_i(x_i, v_{-i})dx_i$$  \hspace{1cm} (2)

**A Safe Deviation.** Given game $G^{s_0}$, we assume the auctioneer can deviate to any strategy $s'_0$ that is safe – that is, deviations that are undetectable by bidders. A deviation is undetectable – and therefore, safe – if it has an Innocent Explanation [18]. Due to the fact the auctioneer is computationally bounded, all safe deviations must run in probabilistic polynomial-time. An outcome $O(G^{s_0}, s, v)$ has an innocent explanation, if for every bidder $i$, there is a sequence of actions for the other bidders that would have resulted in the same outcome: $\forall i \in [n], \exists v'_{-i} \in X_{-i}, \exists s'_{-i} \in S_{-i}$ such that $O(G^{s_0}, s_i, s'_{-i}, v_i, v'_i) = O_i(G^{s_0}, s_i, s'_{-i}, v_i, v'_{-i})$.

**Example 2.1 (Safe deviations in the Sealed-Bid Second-Price Auction).** Assume bidder 1 bids $v_1 = 5$ and bidder 2 bids $v_2 = 10$. The rules of the mechanism says that the auctioneer must allocate the item to bidder 2 and request a payment of 5; however, because bidder 2 cannot observe what the auctioneer communicates with bidder 1, the auctioneer can request a payment of 9 instead which has an innocent explanation – bidder 1 could have bid 9.

**Credible Mechanism.** A mechanism $(G, s)$ is $\epsilon$-credible if for all safe deviations $s'_0$ from $s_0^G$, $E_{U \leftarrow D}[u_0(s'_0, s, v)] \geq E_{U \leftarrow D}[u_0(s_0^G, s, v)] - \epsilon$

Initially defined by Akarpou and Li [18], a mechanism is credible if it is 0-credible.

### 2.1 Commitment Schemes

**Ideal Commitment Scheme.** is a protocol between a sender and receiver divided in two phases. In the commitment phase, the sender commits to a value $x$. In the opening phase, the sender opens the commitment and the receiver learns $x$. Informally, an ideal commitment scheme is:

- **Hiding:** the receiver learns nothing – information theoretically – about $x$ before the sender opens the commitment in the opening phase.

- **Binding:** once the sender commits to $x$, the sender can only open the commitment to $x$. In other words, it is impossible for the sender to convince the receiver that they committed to $x' \neq x$.

An ideal commitment scheme can be trivially implemented with a trusted third-party $F_{COM}$ and a private communication channel between $F_{COM}$ and the players [53]. In the first round, the sender commits to value $x$ by sending $x$ to $F_{COM}$ which stores $x$ in memory. In the second, round the sender sends an open request to $F_{COM}$ which sends $x$ to the receiver.
Commitment Scheme. To remove the requirement for a trusted third-party, we turn to cryptographic commitment schemes which require us to assume either the sender or the receiver are computationally bounded. In the commitment phase, the sender with input $x$ computes $c = \text{Commit}(x, r) : \{0, 1\}^\ell \times \{0, 1\}^\lambda \rightarrow \{0, 1\}^m$ and sends $c$ to the receiver. $\text{Commit}(x, r)$ is a commitment for the value $x \in \{0, 1\}^\ell$ using random string $r \in \{0, 1\}^\lambda$ where $\lambda$ is the security parameter. In the opening phase, the sender sends $(x', r')$ and the receiver checks if $c$ equals to $\text{Commit}(x', r')$.

Unfortunately, no such scheme can be secure (e.g. hiding and binding) if both sender and receiver are computationally unbounded. If the receiver is unbounded, for all strings $c \in \{0, 1\}^m$ there must exist two distinct inputs $x \neq x'$ and random strings $r$ and $r'$ such that $\text{Commit}(x, r) = \text{Commit}(x', r')$; otherwise, the receiver can compute the inverse of $\text{Commit}(\cdot, \cdot)$ and learn $x$. However, if the sender commits to $x$ using random string $r$, a computationally unbounded sender can open the commitment to $x' \neq x$ using the random string $r'$. Due to this impossibility, we will assume the existence of a computationally binding and perfectly hiding commitment scheme which can be implemented with Pedersen’s commitment scheme [12] under the discrete logarithm assumption. Next, we give the formal security definition.

Perfectly Hiding. A commitment scheme $\text{Commit}(\cdot, \cdot)$ is perfectly hiding if for all $x \neq x'$, $\text{Commit}(x, r)$ and $\text{Commit}(x', r)$ are identically distributed where $r$ is a uniformly-random string from $\{0, 1\}^\lambda$. Information theoretically, this definition is identical to the hiding property of ideal commitments.

Computationally Binding. A commitment scheme $\text{Commit}(\cdot, \cdot)$ is computationally binding if for all Probabilistic Polynomial Time (PPT) algorithms $\mathcal{A}$ outputting inputs $x' \neq x$ and random strings $r, r'$, the probability that $\text{Commit}(x, r) = \text{Commit}(x', r')$ is negligible.

$$\Pr[\text{Commit}(x, r) = \text{Commit}(x', r') : (x, r, x', r') \leftarrow \mathcal{A}(n, \lambda)] < \mu(\lambda)$$

where the probability is taken over the randomness of $\mathcal{A}$ and $\mu(\lambda)$ is a negligible function. A function is negligible if for every positive polynomial $\text{poly}(\cdot)$, there is $N > 0$ such that for every $x > N$,

$$|\mu(x)| < \frac{1}{\text{poly}(x)}$$

We say a property holds Asymptotically Almost Surely (a.a.s.) if over a sequence of sets, the probability converges to 1.

3 DEFERRED REVELATION AUCTION

In this section, we describe the Deferred Revelation Auction (DRA). The rules and the input of the mechanism are pre-agreed between the auctioneer and all bidders and are public to everyone. On the other hand, some parameters are instance-specific and are only available when the auction starts (e.g., the number of bidders and their distributions). Instance-specific parameters are private input to the auctioneer and are unknown to bidders and can be corrupted by the auctioneer.

3.1 Auction Construction

The input to the mechanism consists of a security parameter $\lambda \in \mathbb{Z}^+$; a collection of distributions $\mathcal{D}$; and a ensemble of ex-ante BIC allocation and payment rules $\{(\pi^{n, D}(v), p^{n, D}(v))\}_{n \in \mathbb{Z}, D \in \hat{\mathcal{D}}^n}$ indexed by the number of bidders $n$ and their distributions where we drop the superscript when explicit from the context. For each distribution $D_i \in \mathcal{D}$, the mechanism has a policy to compute a commitment.
fee \( k_i \). The commitment fee is allowed to depend on all messages exchanged so far between the auctioneer and bidders – i.e., the commitment fee \( k_i \) for a bidder drawn from distribution \( D_i \) could depend on the number of bidders \( n \) and in the bidders’ distribution \( D \).

In the setup phase, the auctioneer observes privately the number \( n \) of bidders and their class – i.e., the distribution \( D_i \) of bidder \( i \in [n] \). For each bidder, the auctioneer announces the number of bidders \( n \in \mathbb{Z}^+ \) and their classes. A bidder knows his value \( v_i \) and his class \( D_i \). Initialize \( A = \emptyset \). The game proceeds as follows:

**Commitment Phase**

- For all \( i \in [n] \), the auctioneer activates bidder \( i \) and request bidder \( i \) to reply with a commitment for his bid. When bidder \( i \) is active:
  - Bidder \( i \) draws a uniformly-random string \( r_i \leftarrow \{0, 1\}^k \).
  - Bidder \( i \) replies \( c_i = \text{Commit}(v_i, r_i) \) and deposit the commitment fee \( k_i \).
  - For all \( i \in [n] \), the auctioneer sends \( c_{-i} \) to bidder \( i \).

**Revelation Phase**

- For all \( i \in [n] \), the auctioneer activates bidder \( i \) and request bidder \( i \) to open commitment \( c_i \). When bidder \( i \) is active:
  - Bidder \( i \) replies \( (v_i, r_i) \).
  - Upon receiving \( (v'_i, r'_i) \) from bidder \( i \), the auctioneer checks \( c_i \overset{?}{=} \text{Commit}(v'_i, r'_i) \). If \( c_i = \text{Commit}(v'_i, r'_i) \), update \( A = A \cup \{i\} \) and returns the commitment fee to bidder \( i \); otherwise, the auctioneer aborts bidder \( i \). If bidder \( i \) aborts, set \( v'_i = 0 \).

**Allocation Phase**

- The auctioneer allocates the item according to \( \pi^n(v') \) requests payment according to \( p^n(v') \). If the item is allocated, let \( i^* \) be the bidder that receives the item.

**Verification Phase**

- **Proof of allocation and payment.** The auctioneer opens the commitments \( \{c_j\}_{j \in A} \) to bidder \( i \) by sending \( \{(v_j, r_j)\}_{j \in A \cup \{i\}} \).
  - **Payment of penalties.** The auctioneer gives bidder \( i^* \) the commitment fee of bidders that committed and aborted before opening their commitment – that is, the commitment fee of all bidders \( i \notin A \).

### 3.2 Optimal Deferred Revelation Auctions

Let \( (\pi^{n,D}, p^{n,D})_{n \in \mathbb{Z}, D \in D^n} \) be an optimal ex-ante BIC mechanism where bidders have monotone increasing virtual values\(^8\). By Myerson’s Lemma, the optimal DRA instantiated with allocation and payment \( (\pi^{n,D}, p^{n,D})_{n \in \mathbb{Z}, D \in D^n} \) allocates the item to the bidder \( i \) with highest non-negative virtual value and request payment \( p_i(v) = \max\{r_i, \phi_i^{-1}(\max_{j \neq i} \phi_j(v))\} \) where \( r_i = \phi_i^{-1}(0) \) is bidder’s \( i \) reserve price\(^9\). We can call this auction Virtual Deferred Revelation Auction (VDRA).

When bidders are symmetric – that is, have the same distribution –, the optimal auction allocates the item to the highest bidder \( i \) if \( v_i \geq r_i \) and charges the second-highest bid or the reserve price (whichever is higher). We call the DRA implementing the second-price auction the Deferred Revelation Second-Price Auction (DRSPA).

\(^8\)A virtual value function is monotone increasing if the distribution is regular. If the distribution is not regular, virtual values can be replaced by monotone increasing ironed virtual values [3].

\(^9\)A surprising corollary of Myerson’s Lemma is that the optimal reserve does depend in the number of bidders. Instead, the optimal reserve varies from bidder to bidder and depends on the bidders prior distribution.
3.3 Discussion

At first glance, it appears that bid commitments improve credibility since by opening the commitments, bidders can verify the consistency of the allocation and payment announced by the auctioneer – recall from Myerson’s Lemma that the allocation uniquely determines payments of a BIC mechanism. Also, if the auctioneer submits fake bids and aborts those bids in the revelation phase, the auctioneer must pay a penalty for the winner so it is plausible to conjecture that for large enough fees the auctioneer would not have enough incentive to submit fake bids.

The problem with our false conjecture is that it does not take into consideration the prior distribution of the bidders. In Section 4, we show that by taking into consideration the bidder’s prior, there is a distribution where the auctioneer can carefully craft $m$ fake bids and obtain revenue $\Omega(m)$ no matter how big the commitment fees while by being honest, the auctioneer could obtain revenue at most 1. In Section 5, we show that by introducing usual assumptions in the bidder’s prior, DRA can be made credible or $\epsilon$-credible asymptotically almost surely for sufficiently large commitment fees.

The next Lemma implies that asymptotically almost surely if the auctioneer sends a commitment to value $v$, the commitment can only be opened to $v$. The proof is straightforward and uses the fact that an adversary for the commitment scheme can record all calls to $Commit(\cdot, \cdot)$ and violates the binding property if the auctioneer can open the commitment to more than one value.

LEMMA 3.1. Assume $Commit(\cdot, \cdot)$ is computationally binding, the auctioneer’s strategy runs in probabilistic polynomial time and bidders commit to follow the mechanism rules. If the auctioneer send commitment $c$ to a bid $v$, then with probability at least $1 - \mu(\lambda)$ the auctioneer can only open $c$ by revealing $v$.

PROOF. Let $s_0$ be the auctioneer’s strategy and let $s = (s_1, s_2, ..., s_n)$ be the bidder’s strategy. Without loss of generality, let $c$ be the commitment to some value $v$ and note that $v$ might be known or unknown by the auctioneer – that is, $c$ could have been generated by a bidder that forwarded $c$ to the auctioneer. If $c$ was generated by a bidder, then that bidder invoked $Commit(v, r)$ with some random string $r$. If $c$ was generated by the auctioneer, then it is possible that $c$ was generated without invoking $Commit(\cdot, \cdot)$. In that case, if the auctioneer can open $c$, then the auctioneer can compute the inverse $(v, r) = Commit^{-1}(c)$. In that case, we will assume the auctioneer computes $(v, r)$ and invoke $Commit(v, r)$ – for bookkeeping – before sending $c$ to the bidder. Note that the definition of computational binding commitments does not limit an adversary from inverting commitments as long as the adversary cannot open $c$ to two different values.

At this point, after the bidder receives $c$, either another bidder or the auctioneer invoked $Commit(v, r)$. Assume for contradiction, the auctioneer opens the commitment to $v' \neq v$ using random string $r'$ with probability at least $\mu(\lambda)$. Construct an adversary $\mathcal{A}$ that simulates the auction game with an auctioneer following strategy $s_0$ and bidders following strategy $s = (s_1, s_2, ..., s_n)$ and record all calls to $Commit(\cdot, \cdot)$. If two calls evaluate to the same commitment string under different inputs $(v, r) \neq (v', r')$ output $(v, r, v', r')$; otherwise, output $\bot$. To analyze the run-time of $\mathcal{A}$, observe each simulated bidder following strategy $s_i, i \in [n]$, makes at most one call to $Commit(\cdot, \cdot)$ and the auctioneer’s strategy $s_0$ makes polynomial many calls to the $Commit(\cdot, \cdot)$ since the auctioneer runs in polynomial time. In addition, $\mathcal{A}$ outputs $(v, r)$ and $(v', r')$ such that $Commit(v, r) = Commit(v', r')$ with probability at least $\mu(\lambda)$, contradicting $Commit(\cdot, \cdot)$ is computationally binding. □

If the auctioneer uses a polynomial time randomized strategy, then the auctioneer randomizes over polynomial time deterministic strategies\textsuperscript{10}. Differently from the case where the auctioneer uses a randomized strategy is simply a strategy with a random input used to decide random choices. By fixing the random input, a randomized strategy becomes deterministic.

\textsuperscript{10}
is computationally unbounded, it is not without loss of generality to consider only deterministic strategies. That is, since the auctioneer can violate computational binding security with non-zero probability, there are deterministic strategies that are profitable – i.e., the hardness assumption simply state that it is hard for a computationally bounded auctioneer to find such deviations. However, if we condition a polynomial time randomized strategy on not violating computational binding security, then the revenue is bounded by the revenue of the optimal deterministic strategy that never violates computational binding security, Lemma 3.2.

**Lemma 3.2.** Asymptotically almost surely the revenue of a safe deviation is at most the revenue of a deterministic safe deviation that does not violate computational binding security.

**Proof.** Let $s_r$ be an optimal polynomial time randomized safe deviation for the auctioneer. By Lemma 3.1, with probability $1 - \mu(\lambda)$, $s_r$ does not violate computational binding security. Conditioned on not violating computational binding security, $s_r$ randomize over deterministic safe deviations that do not violate computational binding security. It follows with probability $1 - \mu(\lambda)$, the revenue of $s_r$ is at most the revenue of the optimal deterministic safe deviation that does not violate computational binding security. □

If we assume the auctioneer plays a deterministic safe deviation, another source of randomness in the game is the commitments received from bidders; however, because the commitments are perfectly hiding, it is without loss of generality to assume the actions taken by the auctioneer does not depend on the commitments received, Lemma 3.3. That is, after a bidder sends a commitment, all next subgames are identical.

**Lemma 3.3.** If $s'_0$ is an optimal safe deviation, then there is an optimal safe deviation whereupon receiving commitment $c_i$ the future actions taken by the auctioneer does not depend on $c_i$.

**Proof.** At game $G^{s'_0}$ implemented by $s'_0$, suppose there is a node $q$ where bidder $i$ is invited to submit a bid commitment and upon receiving commitment $c$ the next node in the game is $q_c$. If $s'_0$ is optimal, then for all $c \neq c'$, the expected revenue in subgame rooted at $q_c$ is equals to the expected revenue in subgame rooted at $q_{c'}$. If the expected revenue differs, then the commitments either reveal information about the bids (even though Commit(·, ·) is perfectly hiding) or $s'_0$ is not optimal, both leading to a contradiction. Since both subgames rooted in $q_c$ and $q_{c'}$ respectively have the same expected revenue, we can modify $G^{s'_0}$ so that the actions taken by the auctioneer does not depend on the commitment received at node $q$. □

### 4 Regularity and Credibility

In this section, we will consider the case where bidders are drawn from regular distributions and show in Theorem 4.1 that regularity is not sufficient for the optimal Deferred Revelation Second-Price Auction (DRSPA) to even be approximate credibility – that is, the revenue gap between the optimal strategy-proof auction and a safe deviation from the optimal strategy-proof auction is unbounded.

In the proof, we consider a bidder drawn from a heavy-tail regular distributions with infinite expected value. We show the auctioneer can carefully craft a safe deviation that extracts almost all the welfare of the bidder. Surprisingly, not all distributions with infinite expected value share the same pathology. In Theorem 4.2, we consider a bidder drawn from a distribution with infinite expected value where DRSPA is approximately credible for large enough commitment fee.

**Definition 4.1 (Regular Distribution).** A one dimensional distribution $F$ is regular if $\phi_F(x)$ is monotone increasing.
**Theorem 4.1.** There exists a regular distribution \( D \), such that for every commitment fee, for every \( L > 0 \), the optimal Deferred Revelation Second-Price Auction is not \( L \)-credible.

**Proof.** The auctioneers and bidders agree in participating in the DRA with optimal second-price auction allocation – that is, each bidder class has a public optimal reserve price. Consider the case where there is a single real bidder and the input distribution \( D \).

Given \( D \), the optimal reserve price is \( p = 1 (p = \arg \max_{\nu \in D} \Pr[\nu \geq p]) \). Suppose for contradiction there is a commitment fee where the second price auction with commitments is \( L \)-credible.

Commitment schemes can only be used to commit to finite set of inputs; therefore, a bidder drawn from \( D \) must round his bid. To avoid unnecessary distractions, we will assume the bidding space is finite but sufficiently dense so that any computational errors resulting from rounding are negligible.

Next, we define a safe deviation \( s' \) from DRSPA. In the commitment phase, for some integer \( m = O(L) \), the auctioneer announces \( m + 1 \) participants to the real bidder. At this point, the auctioneer computes the commitment fee \( k \) using some arbitrary policy pre-agreed with the bidders. Next, the auctioneer simulates \( m \) bidders with values \( x_1, \ldots, x_m \) where \( x_1 = e^{(k + 1)m^3} \), \( x_i = e^{x_{i-1}} \) for \( i = 2, \ldots, m \).

In the revelation phase, let \( v \) denote the bid of the real bidder. If \( v \in [x_1, x_{i+1}) \), the auctioneer reveals commitments for \( x_1, \ldots, x_{i-1} \) and aborts bids \( x_{i+1}, \ldots, x_m \). If \( v < x_1 \) or \( v > x_m \), the auctioneer reveals all commitments. An important observation about the auctioneer’s strategy is that the event where \( v < x_1 \) which happens with high probability is also the event where the auctioneer does not deviate and pays no penalty. By doing so, the auctioneer only deviates when penalties are guaranteed to be negligible compared to the revenue the auctioneer can obtain. We will show this strategy gets revenue proportional to \( m \) while a honest auctioneer would get revenue \( rev(D) = p(1 - F(p)) = 1 \) for all prices \( p \geq 1 \).

In the view of the real bidder, the transcript of the game looks exactly as if it was participating in the deferred revelation second price auction with \( m \) real bidders; therefore, the deviation is safe. Below, let \( \Pr[v \geq x_{m+1}] = \lim_{y \to \infty} \Pr[v \geq y] = 0 \). The expected revenue is given by:

\[
E[u_0(s', s, v)] = \sum_{i=1}^{m} (x_i - k(m - i))\Pr[v \in [x_i, x_{i+1}])
\]

Rewriting \( \Pr[v \in [x_i, x_{i+1}]) = \Pr[v \geq x_i] - \Pr[v \geq x_{i+1}] \), the revenue is:

\[
\begin{align*}
E[u_0(s', s, v)] &= x_1\Pr[v \geq x_1] + \sum_{i=2}^{m} x_i\Pr[v \geq x_i] \\
&- \sum_{i=2}^{m} x_{i-1}\Pr[v \geq x_i] - k \sum_{i=1}^{m} (m - i)(\Pr[v \geq x_i] - \Pr[v \geq x_{i+1}]) \\
&= 1 + \sum_{i=2}^{m} (x_i - x_{i-1})\Pr[v \geq x_i] - k \sum_{i=1}^{m} (m - i)(\Pr[v \geq x_i] - \Pr[v \geq x_{i+1}])
\end{align*}
\]

\[^1\Pr[v \leq x] = 1 - \frac{1}{x} \text{ is known as equal revenue because if there is a single bidder drawn from } F, \text{ then for all prices } p \geq 1, \text{ the probability of sale is } \Pr[v \geq p], \text{ and the expected revenue is } p\Pr[v \geq p] = 1\]
Using the fact $\Pr[v \geq x_1] \leq \Pr[v \geq x]$.

$$E[u_0(s', s, v)] \geq 1 + (m - 1) - \sum_{i=2}^{m} \frac{x_{i-1}}{e^{x_{i-1}}} - km^2 \Pr[v \geq x_1]$$

$$\geq m - \sum_{i=2}^{m} \frac{x_{i-1}}{e^{x_{i-1}}} - \frac{km^2}{e^{km^2}} \quad \text{(By definition } x_1 \geq e^{km^2})$$

$$\geq m - \sum_{i=1}^{m-1} \frac{x_i}{x_i^2/2} - \frac{km^2}{km^3} \quad \text{(By Taylor’s Theorem, } e^x \geq 1 + x + \frac{x^2}{2})$$

$$\geq m - \frac{2m}{e^{m^2}} - \frac{1}{m} \quad \text{(By definition } x_i \geq x_1 \geq e^{m^2})$$

The statement follows by setting $m = cL + d$ for sufficiently large constants $c$ and $d$. \qed

**Theorem 4.2.** There is a distribution $D$ with infinite expected value where Deferred Revelation Second-Price Auction is $O(1)$-credible.

## 5 STRONG REGULARITY AND CREDIBILITY

In this section, we consider the case where bidders are drawn from $\alpha$-Strongly Regular distributions, an interpolation between regular and MHR distributions introduced by Roughgarden and Cole [13]. We show that $\alpha$-strong regularity together with a large enough commitment fee is sufficient for the Deferred Revelation Auction (DRA) to be credible when there is a single bidder, Theorem 5.1.

For more than one bidder, for any commitment fee, the auctioneer can use an adaptive strategy to probe the values of all bidders except one and implement a profitable safe deviation with the last bidder, Theorem 5.2. Intuitively, the probes allow the auctioneer to only deviate when it is guaranteed the highest bid is sufficiently larger than the penalties for deviating. Although strictly more profitable than being honest, we show that such deviations cannot yield much more revenue than honestly implementing the auction – that is, for every $\epsilon > 0$, DRA is $\epsilon$-credible for large enough commitment fee.

**Definition 5.1 (\(\alpha\)-Strongly Regular Distribution).** A one dimensional distribution $F$ is $\alpha$-strongly regular if for all $v' \geq v$,

$$\phi(v') - \phi(v) \geq \alpha(v' - v) \quad (3)$$

It follows regular distributions are 0-strongly regular.

**Theorem 5.1.** If there is a single bidder drawn from an $\alpha$-strongly regular distribution and the commitment fee is $k = O(r)$, then asymptotically almost surely the optimal DRA is credible.

**Theorem 5.2.** Assume there is at least two bidders. For every $\alpha \in (0, 1)$, there is an $\alpha$-strongly regular distribution $F^\alpha$ such that for every commitment fee $k \geq 0$, the optimal DRA is not credible if bidders are i.i.d. with distribution $F^\alpha$.

We further consider the class of Monotone Hazard Rate (MHR) distributions, distributions that are 1-Strongly Regular, where the optimal Deferred Revelation Auction is credible as long as the commitment fees of each bidder is at least their optimal reserve price.

**Definition 5.2 (Monotone Hazard Rate (MHR)).** A one dimensional distribution $F$ has monotone hazard rate if the hazard rate $h(x)$ is monotone decreasing for $x \in [u_{\min}^F, u_{\max}^F]$. We call such an $F$ a Monotone Hazard Rate, or MHR distribution.
In the second-price auction, an ideal safe deviation for the auctioneer is to force the highest bidder to pay for his bid instead of the second-highest bid – obviously no deviation is safe if a bidder is asked to pay higher than his bid. The next Lemma states a property of $\alpha$-strongly regular distributions by showing that the expectation of random variable $v$ is not too far from the expectation of the virtual value $\phi(v)$ when we condition on $v \geq r$ where $r$ is the optimal reserve of the distribution.

**Lemma 5.1.** For $\alpha$-strongly regular $D$, let $r$ be the optimal reserve price of $D$. For random variable $X$ with distribution $D$, let $E$ be some event that implies $X \geq r$, then

$$E_{X\sim D}[X|E] \leq E_{X\sim D}[\phi(X)|E] + \frac{1-\alpha}{\alpha}E_{X\sim D}[\phi(X)|E] + r$$

**Theorem 5.3.** Assume bidders have independent private values and bidder $i$ has $\alpha_i$-strongly regular distribution $D_i$. If DRA is an optimal auction and the commitment fee for each bidder is at least their respective reserve price, then asymptotically almost surely, the auctioneer’s revenue under any safe deviation is at most

$$E_{\nu\sim D} \left[ \sum_{i=1}^{n} \pi_i(v)\phi_i(v_i) \right] + E_{\nu\sim D} \left[ \sum_{i=1}^{n} \frac{1-\alpha_i}{\alpha_i} \pi_i(v)\phi_i(v_i) \cdot I[v_i \geq k_i] \right]$$

where $\pi(v)$ is the allocation induced by the safe deviation when bidders play truthfully and have valuation $v$.

**Proof.** If DRA is an optimal auction, by Myerson’s Lemma, each bidder has a reserve price $r_i = \phi_i^{-1}(0)$ and the item is allocated to bidder $i$ with highest non-negative virtual value which pays $\phi_i^{-1}(\phi_j(v_j))$ or the reserve (whichever is higher) where bidder $j$ is the bidder with second-highest virtual value. Let $s_0$ be the auctionee’s strategy that implements the optimal DRA with reserve $r_i$ for all bidders $i \in [n]$. Let $s = (s_1, s_2, ..., s_n)$ be the strategy profile of all bidders specified by DRA – that is, given value $v_i$, a bidder playing $s_i$ must commit to $v_i$ with random string $r_i$. Let $s_r$ be an optimal randomized safe deviation. By Lemma 3.2, asymptotically almost surely, the revenue of $s_r$ is at most the revenue of the optimal deterministic safe deviation $s_0’$ that does not violates computational binding security. Next, we bound the revenue of $s_0’$ which directly implies a bound in the revenue of $s_r$.

In the view of bidder $i$, the auctioneer announces $n_i$ bidders and their respective classes – that is, the $j$-th bidder in the view of $i$ is declared as being sampled from $D_j \in D$ which allows bidder $i$ to compute virtual values $\phi_j^i(\cdot)$. Next, bidder $i$ observes bid commitments $c^i = (c^i_1, c^i_2, ..., c^i_{n_i})$. For commitment $c^i_j$, let $x^i_j$ be the value that $c^i_j$ commits to and define $x^i = (x^i_1, x^i_2, ..., x^i_{n_i})$. Without loss of generality, let $x^i_1 < x^i_2 < ... < x^i_{n_i}$. In the view of bidder $i$, define the virtual value of $j$-th bidder as $\eta^i_j := \phi_j^i(x^i_j)$.

Because $s_0'$ is deterministic and by Lemma 3.3, $c_i$ does not affect the auctioneer’s actions, given $v$, we have that $x^i$ is deterministic – we write $x^i(b)$ to denote the bids sent to bidder $i$ when bidders report bid profile $b$. We further claim that without loss of generality $x^i(v_i, v_{-i}) = x^i(v_i, v_{-i})$ for all $v_i \in X_i$. Consider a game $G$ where bidder $i$ commits to $c_i = \text{Commit}(v_i, r_i)$ and another game identical to $G$ except that bidder $i$ commits to $c'_i = \text{Commit}(v'_i, r_i)$. By Lemma 3.3, the auctioneer’s actions are identical regardless of receiving commitment $c_i$ or $c'_i$ which implies $x^i(v_i, v_{-i}) = x^i(v'_i, v_{-i})$.

The next claim bounds the revenue for the case where there is a bidder $i \in [n]$ where $\phi_i(v_i) > \eta^i_{n_i}$:

**Claim 5.1.** Assuming a safe deviation $s_0’$ does not violate the commitment security, we have

$$E_{\nu\sim D}[u_0(s_0’, s, v) \cdot I[\exists i \in [n], \phi_i(v_i) > \eta^i_{n_i}(v)]] = \sum_{i=1}^{n} E_{\nu\sim D}[\phi_i(v_i)\pi_i(v) \cdot I[\phi_i(v_i) > \eta^i_{n_i}(v)]]$$
Proof. If $\phi_i(v_i) > \eta_{n_i}^l(v)$, the item must be allocated to bidder $i$ since there is no commitments the auctioneer can open to bidder $i$ to prove that bidder $i$ is not the winner. This implies for all $j \neq i$, events $\{\phi_i(v_i) > \eta_{n_i}^l(v)\}$ and $\{\phi_j(v_j) > \eta_{n_j}^l(v)\}$ are disjoint:

$$\forall i \neq j, \Pr_{u \leftarrow D}[\phi_i(v_i) > \eta_{n_i}^l(v) \land \phi_j(v_j) > \eta_{n_j}^l(v)] = 0$$

Otherwise, strategy $s'_0$ is not safe and the auctioneer risks having to allocate the item to two distinct bidders. It follows, if $\phi_i(v_i) > \eta_{n_i}^l(v)$, the auctioneer must open all commitments and allocate the item to bidder $i$ and get $p_i(v) := \phi_i^{-1}(\eta_{n_i}^l(v))$ as payment by Myerson’s payment rule. It follows, the revenue is given by

$$E_{u \leftarrow D}[u_0(s'_0, s, v) \cdot \mathbb{I}\exists i \in [n], \phi_i(v_i) > \eta_{n_i}^l(v)] = \sum_{i=1}^{n} E_{u \leftarrow D}[u_0(s'_0, s, v) \cdot \mathbb{I}[\phi_i(v_i) > \eta_{n_i}^l(v)] = \sum_{i=1}^{n} E_{u \leftarrow D}[p_i(v) \cdot \mathbb{I}[\phi_i(v_i) > \eta_{n_i}^l(v)]$$

To bound the revenue in terms of virtual values, we observe that there is an ex-ante mechanism that gets the same allocation and payment:

- Request a bid from all bidders.
- Allocate the item to bidder $i$ at price $p_i(v)$ if $\phi_i(v_i) > \eta_{n_i}^l(v)$. If $\phi_i(v_i) \leq \eta_{n_i}^l(v)$ for all $i \in [n]$, don’t allocate the item.

First observe, the mechanism computes a valid allocation because events $\{\phi_i(v_i) > \eta_{n_i}^l(v)\}$ and $\{\phi_j(v_j) > \eta_{n_j}^l(v)\}$ are disjoint for $i \neq j$ when $v$ is drawn from $D$.

Next, we claim the mechanism is Dominant-Strategy Incentive-Compatible (DSIC).

Definition 5.3 (Dominant-Strategy Incentive-Compatible (DSIC) Mechanism). A mechanism $(G, s)$ is DSIC if $\forall \nu \in X, \forall i \in [n], \forall s'_i \in S_i$:

$$u_i^G(s_i, s_{-i}, \nu) \geq u_i^G(s'_i, s_{-i}, \nu)$$

It follows directly from the definition that a DSIC mechanism is also BIC.

A bidder $i$ that wins the item has no incentive to bid $b_i \neq v_i$ since $p_i(v_i, v_{-i}) = p_i(b_i, v_{-i})$ by Myerson’s payment rule. For bidder $i$ that looses the item, bidder $i$ can bid $b_i \neq v_i$, but we have showed that $x'(b_i, v_{-i}) = x'(v_i, v_{-i})$ which implies bidder $i$ can only change the allocation if $\phi_i(b_i) > \eta_{n_i}^l(v)$ requiring bidder $i$ to pay $\phi_i^{-1}(\eta_{n_i}^l) > v_i$ getting negative utility.

Because the mechanism is feasible and BIC, we invoke Myerson’s Lemma to conclude

$$\sum_{i=1}^{n} E_{u \leftarrow D}[p_i(v) \cdot \mathbb{I}[\phi_i(v_i) > \eta_{n_i}^l(v)] = \sum_{i=1}^{n} E_{u \leftarrow D}[\phi_i(v_i) \cdot \mathbb{I}[\phi_i(v_i) > \eta_{n_i}^l(v)]$$

Asymptotically almost surely, we have that $\forall i \in [n], \phi_i(v_i) \neq \eta_{n_i}^l$. The next claim bounds the revenue for the case where for all bidders $i \in [n], \phi_i(v_i) < \eta_{n_i}^l$. 

CLAIM 5.2. For all safe deviations $s'_i$,

$$E[u_0(s'_i, s, v) \cdot \mathbb{I}[\forall i \in [n], \phi_i(v_i) < \eta^i_{n_i}(v_i)]] \leq \sum_{i=1}^{n} E[\phi_i(v_i)\pi_i(v) \cdot \mathbb{I}[\forall i \in [n], \phi_i(v_i) < \eta^i_{n_i}(v_i)]]$$

$$+ \sum_{i=1}^{n} \frac{1 - \alpha_j}{\alpha_i} E[\phi_i(v_i)\pi_i(v) \cdot \mathbb{I}[\forall i \in [n], \phi_i(v_i) < \eta^i_{n_i}(v_i)]]$$

PROOF. For all bidders $i \in [n]$, even though $\phi_i(v_i) < \eta^i_{n_i}(v_i)$, the auctioneer can allocate the item to bidder $i$ by revealing $\eta^i_{n_i}(v_i)$ if $\eta^i_{n_i}(v_i) < \phi_i(v_i)$ and hiding $\eta^i_{n_i}(v_i)$ if $\eta^i_{n_i}(v_i) > \phi_i(v_i)$. For bidder $j \neq i$, the auctioneer reveals everything proving to bidder $j$ that he is not the winner. Let $q_i(v)$ be the profit the auctioneer can obtain by allocating the item to bidder $i$. We must have $q_i(v) \leq v_i - k_i$ since the payment can be at most $v_i$ and the penalties are at least $k_i$ since the auctioneer must hide at least $x^i_{n_i}$ from bidder $i$. It follows:

$$E[u_0(s'_i, s, v) \cdot \mathbb{I}[\forall i \in [n], \phi_i(v_i) < \eta^i_{n_i}(v_i)]] \leq \sum_{i=1}^{n} E[(v_i - k_i)\pi_i(v) \cdot \mathbb{I}[\forall i \in [n], \phi_i(v_i) < \eta^i_{n_i}(v_i)]]$$

If the item is allocated to bidder $i$ ($\pi_i(v) = 1$), then $v_i \geq k_i$; otherwise, the auctioneer gets negative profit. Because $k_i \geq r_i$, we can invoke Lemma 5.1 to conclude:

$$E[(v_i - k_i)\pi_i(v) \cdot \mathbb{I}[\forall i \in [n], \phi_i(v_i) < \eta^i_{n_i}(v_i)]] \leq E[\phi_i(v_i)\pi_i(v) \cdot \mathbb{I}[\forall i \in [n], \phi_i(v_i) < \eta^i_{n_i}(v_i)]]$$

$$+ \frac{1 - \alpha_j}{\alpha_i} E[\phi_i(v_i)\pi_i(v) \cdot \mathbb{I}[\forall i \in [n], \phi_i(v_i) < \eta^i_{n_i}(v_i)]]$$

The statement follows by adding over all $i \in [n]$. □

The theorem statement follows directly from Claim 5.1 and Claim 5.2 and observing $v_i \geq k_i$ when $\pi_i(v) = 1$ and $\phi_i(v_i) < \eta^i_{n_i}(v_i)$. □

COROLLARY 5.1. Assume bidders have independent private values and bidder $i$ has MHR distribution $D_i$. If DRA is an optimal auction and the commitment fee for each bidder is at least their optimal reserve price, then asymptotically almost surely DRA is credible.

PROOF. If the prior distribution is MHR, then $\alpha_i = 1$ for all $i \in [n]$. By Theorem 5.3, the revenue is at most $\sum_{i=1}^{n} E_{\nu \sim D}[\phi_i(v_i)\pi_i(v)]$. This revenue can be obtained by a truthful mechanism by always allocating the item to the bidder with highest non-negative virtual value and using Myerson’s payment rule. □

THEOREM 5.4. Assume bidders have independent private values and bidder $i$ has $\alpha_i$-strongly regular distribution $D_i$. For every $\epsilon > 0$, there is a commitment fee $k = \text{poly}(1/\epsilon, n, \max_{i \in [n]} r_i)$ and allocation where asymptotically almost surely DRA is an optimal strategy-proof $\epsilon$-credible mechanism.

REFERENCES

A OMITTED PROOFS OF SECTION 4

Proof of Theorem 4.2. We will consider an auction with single bidder drawn from a continuous distribution $D$ with infinite expected value. We will first define $D$ such that even though it has infinite expected value, the tail of $D$ is not too heavy so that with a finite commitment fee we can limit the revenue the auctioneer can obtain. Similarly to the proof of Theorem 4.1, we will assume the bidding space $X$ is finite but sufficiently dense such that any computational errors from bid rounding is negligible.

Let’s first define an extension of tetration for positive real numbers.

$$h(x) := \begin{cases} 1 + x, & \text{for } x \leq 0 \\ e^{h(x-1)}, & \text{for } x > 0 \end{cases}$$

This function is continuous and differentiable ([54] for a detailed analysis of ultra exponential functions). Differentiating with respect to $x$,

$$h'(x) = \begin{cases} 1, & \text{for } x \leq 0 \\ \frac{h(x)h'(x-1)}{h(x)h(x-1)}, & \text{for } x > 0 \end{cases}$$

Define the natural super-logarithm $\ln^*(\cdot)$ to be the inverse of $h(\cdot)$. More formally, $\ln^*(x) = y$ if and only if $h(y) = x$ which implies the following property for every $x \in \mathbb{R}$,

$$\ln^*(e^x) = 1 + \ln^*(x)$$

In addition, we have $\ln^*(1) = 0$. Informally, one can interpret $\ln^*(x)$ as counting how many times one must take the natural-logarithm of $x$ to get 1. We define the distribution $D$ supported on $[1, \infty)$.
in terms of the probability measure $Pr_{x \leftarrow D}[X \geq x] := 1 - F(x)$ where

$$1 - F(x) := \begin{cases} 1, & \text{for } x \leq 1 \\ \frac{d}{dx} \ln^*(x), & \text{for } x > 1 \end{cases}$$

By the chain rule $1 - F(x) = \frac{1}{h'(\ln^*(x))}$. To see this is a valid distribution, observe $1 - F(x)$ is monotone decreasing, $1 - F(1) = 1$, and $\lim_{x \to \infty} 1 - F(n) = 0$. Next, we show $D$ satisfy the assumption of having infinity expected value.

CLAIM A.1. $E_{X \leftarrow D}[X] = \infty$

PROOF. For a positive continuous random variable $X$, it is known that $E_{X \leftarrow D}[X] = \int_0^\infty Pr_{X \leftarrow D}[X \geq x]dx$, then

$$E_{X \leftarrow D}[X] = 1 + \int_1^\infty Pr_{X \leftarrow D}[X \geq x]dx$$

$$= 1 + \lim_{n \to \infty} \ln^* n - \ln^* 1 = \infty$$

□

For every safe deviation from the auctioneer, a bidder drawn from $D$ observes $n \geq 0$ commitments in the commitment phase and the auctioneer reveals a subset of those commitments in the allocation phase. If $n = 0$, the auctioneer’s revenue is maximized by selecting the optimal reserve price. In the next claim, we show that for every price $p \geq 0$, $rev(p) := pPr_{X \leftarrow D}[X \geq p] \leq 1$.

CLAIM A.2. For all $x \in \mathbb{R}^+$, $rev(x) \leq 1$.

PROOF. If $x(1 - F(x)) > 1$, we must have $x > 1$. If $x > 1$, $\ln^* x > 0$ and by the recursive definition of $h'(x)$, we can expand $h'(\ln^* x)$:

$$1 - F(x) = \frac{1}{h'(\ln^* x)} = \frac{1}{h(\ln^* x)h'(\ln^*(x - 1))}$$

$$= \frac{1}{xh'(\ln^* x - 1)}$$

$$\leq \frac{1}{x}$$

where the last inequality follows from $h'(x) \geq 1$ for all $x \in (1, \infty)$. This implies, $rev(x) = x(1 - F(x)) \leq 1$. □

Suppose for contradiction, the auctioneer can extract infinite revenue from a bidder drawn from $D$ when the commitment fee $k = h(2) = e^e$. This implies for all $L > 0$, there is a $n > 0$ where the auctioneer submit commitments for $x \in \mathbb{R}^+_n$ (without loss assume $x_1 < x_2 < \ldots < x_n$) and the auctioneer gets revenue at least $L$.

The optimal strategy for the auctioneer consists on observing the value $v$ of the bidder, then hiding $x_i$ if $x_i > v$ and revealing $x_i$ if $x_i \leq v$ and $x_i > k(n - i)$. It follows, the optimal revenue for the auctioneer is given by:

$$\sum_{i=1}^n \max\{0, x_i - k(n - i)\}Pr[v \in [x_i, x_{i+1}]]$$

where we can write $Pr[v \in [x_i, x_{i+1}]] = F(x_{i+1}) - F(x_i)$ and define $1 - F(x_{n+1}) = \lim_{y \to \infty} (1 - F(y)) = 0$. 

Next, we argue the auctioneer must submit at least \( m + 1 \) commitments bids to obtain revenue \( L > m \). By Claim A.2, the auctioneer can obtain at most revenue \( m \) when it submits \( m \) commitments:

\[
\sum_{i=1}^{m} (x_i - k(m - i))Pr[v \in [x_i, x_{i+1}]) \leq \sum_{i=1}^{m} x_i Pr[v \geq x_i] \leq m
\]

When \( L > 2 \), we must have \( n > 2 \) which implies \( x_1 \geq k(n - 1) > k \); otherwise, to get \( x_1 \) as payment by hiding \( x_2, \ldots, x_n \), the auctioneer pays a penalty of \( k(n - 1) > x_1 \) and the auctioneer could get at least the same revenue by not committing to \( x_1 \).

Now let \( m \) be the index where for all \( 1 \leq i \leq m, x_i < e^n \) and for all \( m < i \leq n, x_i \geq e^n \). We will first bound the contribution of fake bids \( x_{m+1}, \ldots, x_n \) to the revenue:

\[
\sum_{i=m+1}^{n} (x_i - k(n - i))Pr[v \in [x_i, x_{i+1}]) \leq \sum_{i=m+1}^{n} x_i Pr[v \geq x_i]
\]

\[
= \sum_{i=m+1}^{n} \frac{x_i}{x_i \ln x_i h' (\ln^+ x_i - 2)} \quad \text{(By the fact } x_i \geq k = h(2)\text{)}
\]

\[
\leq \sum_{i=m+1}^{n} \frac{1}{nh' (\ln^+ x_i - 2)} \quad \text{(By the fact } x_i \geq e^n\text{)}
\]

\[
\leq \frac{n}{nh'(0)} \quad \text{(Because } x_i \geq e^e \text{ and } h'() \text{ is monotone increasing)}
\]

\[
\leq 1
\]

Next, we bound the contribution of fake bids \( x_1, \ldots, x_m \) to the revenue:

\[
\sum_{i=1}^{m} (x_i - k(n - i))Pr[v \in [x_i, x_{i+1}]) \leq \sum_{i=1}^{m} x_i [(1 - F(x_i)) - (1 - F(x_{i+1}))]
\]

\[
= \sum_{i=2}^{m} x_i (1 - F(x_i)) + x_1 (1 - F(x_1)) - \sum_{i=2}^{m} x_{i-1} (1 - F(x_i))
\]

By Claim A.2, we have \( x_1 (1 - F(x_1)) \leq 1 \), then

\[
\sum_{i=2}^{m} x_i (1 - F(x_i)) + x_1 (1 - F(x_1)) - \sum_{i=2}^{m} x_{i-1} (1 - F(x_i)) \leq \sum_{i=2}^{m} (x_i - x_{i-1})(1 - F(x_i)) + 1
\]

\[
= \sum_{i=2}^{m} \int_{x_{i-1}}^{x_i} (1 - F(x))dx + 1
\]

Because \( 1 - F(x) \) is monotone decreasing,

\[
\sum_{i=2}^{m} \int_{x_{i-1}}^{x_i} (1 - F(x))dx + 1 \leq \sum_{i=2}^{m} \int_{x_{i-1}}^{x_i} (1 - F(x))dx + 1
\]

\[
= \int_{x_1}^{x_m} (1 - F(x))dx + 1
\]
we use the definition $1 - F(x) = \frac{d}{dx} \ln^*(x)$ for $x \geq 1$,

\[
\int_{x_1}^{x_m} (1 - F(x)) \, dx + 1 \leq \int_{n-1}^{e^n} (1 - F(x)) \, dx + 1 = \ln^*(e^n) - \ln^*(n - 1) + 1 = 1 + \ln^*(n) - \ln^*(n - 1) + 1 \leq 3
\]

Combining the individual contributions to the revenue of fake bids $x_1, \ldots, x_m$ and $x_{m+1}, \ldots, x_n$, the revenue the auctioneer can obtain is at most 4 when the commitment fee is $k = e^e$ which completes the proof.

\[\square\]

**B** OMITTED PROOFS OF SECTION 5

**Proof of Theorem 5.1.** Let $rev(p) := pPr_{\nu \sim D}[\nu \geq p]$, $k = r + \frac{r}{1 - \alpha} \left( \left( \frac{\ln \alpha}{\alpha} \right)^{1 - \alpha} - 1 \right)$. If there is a single bidder, the only possible strategy for the auctioneer consists in submitting fake bids $x_1, \ldots, x_m \in \mathbb{R}^m$ for some $m \geq 0$. When $m = 0$, the auctioneer behaves honestly. If $m = 1$, the auctioneer cannot get more revenue than posting an optimal reserve price. To see, observe the auctioneer never hides $x_1$ to get the the reserve as payment since $(r - k) \leq 0$. This implies the revenue is $x_1 Pr[\nu \geq x_1] \leq r Pr[\nu \geq r]$. Assuming $m > 1$, we must have $x_1 > k$; otherwise, $(x_1 - k) \leq 0$ which implies the auctioneer gets no revenue by submitting $x_1$ as a fake bid. Without loss of generality, let $k < x_1 < x_2 < \ldots < x_m$. For the optimal strategy, the auctioneer reveals $x_i$ if $x_i \leq \nu$ and hides $x_i$ if $x_i > \nu$. Define $F(x_{m+1}) = \lim_{y \to \infty} F(y) = 1$, then the revenue is:

\[
\sum_{i=1}^{m} (x_i - k(m - i))Pr[\nu \in [x_i, x_{i+1})] \leq \sum_{i=1}^{m} x_i(F(x_{i+1}) - F(x_i)) = x_1(1 - F(x_1)) + \sum_{i=2}^{m} x_i(1 - F(x_i)) - \sum_{i=2}^{m+1} x_{i-1}(1 - F(x_i))
\]

\[
= \sum_{i=2}^{m} (x_i - x_{i-1})(1 - F(x_i)) + x_1(1 - F(x_1))
\]

\[
= \sum_{i=2}^{m} \int_{x_{i-1}}^{x_i} 1 - F(x) \, dx + x_1(1 - F(x_1))
\]

\[
\leq \sum_{i=2}^{m} \int_{x_{i-1}}^{x_i} 1 - F(x) \, dx + x_1(1 - F(x_1))
\]

\[
\leq \int_{x_1}^{\infty} 1 - F(x) \, dx + x_1(1 - F(x_1))
\]
To bound the integral, we first use Lemma C.2 and observe $x_1 > k \geq r + \frac{r}{1-\alpha} \left( \frac{1-\alpha}{\alpha} - 1 \right) :
\int_{x_1}^{\infty} 1 - F(x) dx \leq (1 - F(r)) \int_{x_1}^{\infty} \frac{r}{\alpha r + (1-\alpha)x} \frac{1}{x} dx
= (1 - F(r)) \left[ \left( 1 - \frac{1}{\alpha} \right) \frac{r}{\alpha r + (1-\alpha)x} \right]_{x=x_1}^{x=\infty}
= (1 - F(r)) \frac{r}{\alpha} \frac{r}{\alpha r + (1-\alpha)x_1}
\leq \text{rev}(r) \frac{1}{\alpha} \frac{\alpha}{2} = \frac{\text{rev}(r)}{2}

To bound $x_1(1 - F(x_1))$, we first invoke Lemma C.2, then we use the fact $x_1 > k$:

\[ x_1(1 - F(x_1)) \leq r(1 - F(r)) \frac{x_1}{r} \left( \frac{r}{\alpha r + (1 - \alpha)x_1} \right)^{1/\alpha} \]
\[ \leq \text{rev}(r) \frac{1}{\alpha} \left( \left( \frac{2}{\alpha} \right)^{1/\alpha} - \alpha \right) \left( \frac{2}{\alpha} \right) - \frac{1}{\alpha} \]
\[ = \text{rev}(r) \frac{\alpha}{2} \frac{\alpha}{1 - \alpha} \frac{1}{\alpha} \frac{1}{\alpha} \]
\[ \leq \frac{\text{rev}(r)}{2} \]

where in the last inequality we use the fact $\frac{\alpha}{1-\alpha}(1-\alpha^{1/\alpha}) \leq 1$ for $\alpha \in (0, 1)$. Combining the inequalities, we have that the revenue is at most $\text{rev}(r) = rPr[v \geq r]$ which concludes the proof. \(\square\)

**Proof of Theorem 5.2.** For the proof, we will construct an adaptive strategy for every commitment fee $k$. Informally, the auctioneer will behave honestly with all bidders except the last one and induce those bidders to reveal their bids. Given what was observed, the auctioneer decide based on how big the highest bid is so far to submit or not a fake bid to the last bidder. The observation is that even if the last bidder is not the highest bidder, the auctioneer loses nothing by shill bidding since the item can safely be allocated to one of the first $n - 1$ bidders. When the last bidder is the highest bidder and the auctioneer submit a fake bid, $v_n$ will be sufficiently large such that even when the auctioneer has to hide a fake bid, the penalty $k$ is negligible when compared with the payments.

Define the distribution density functions:

\[ F^\alpha(v) = \begin{cases} 0 & , v < 1 \\ \frac{1}{1 - \left( \frac{1}{\alpha} \right)^{1/\alpha}} & , v \geq 1 \end{cases} \]
\[ f^\alpha(v) = \begin{cases} 0 & , v < 1 \\ \frac{1}{1 - \left( \frac{1}{\alpha} \right)^{1/\alpha}} & , v \geq 1 \end{cases} \]

The hazard rate of $F^\alpha$ is $h^{F^\alpha}(v) = \frac{1}{(1-\alpha)v}$ for $v \geq 1$ and the virtual value function of $F^\alpha$ is $\phi^{F^\alpha}(v) = v - \frac{1}{h^{F^\alpha}(v)} = \alpha v$.

Define the threshold $T = \frac{k+1}{(1-\alpha)(1-(3/4)^{1-\alpha})}$. Consider the auctioneer’s strategy $s'_i$ that first request commitment $c_i$ from bidder $i = 1, \ldots, n$. Forward $c_{-i}$ to bidder $i = 1, \ldots, n - 1$ learning $v_1, \ldots, v_{n-1}$. Let $i^* = \arg \max_{i \in \{1, \ldots, n-1\}} v_i$. If $v_{i^*} < T$, continue the execution of the auction honestly. If $v_{i^*} \geq T$, submit commitments to bids $v_1, \ldots, v_{n-1}, v_{i^*} + k$ to bidder $n$ and request bidder $n$ to reveal $v_n$. If $v_n \leq v_{i^*}$, allocate the item to bidder $i^*$ and charge the second highest bid. If $v_n \in (v_{i^*}, v_{i^*} + k)$,
allocate the item to bidder \( n \) by revealing \( v_1, \ldots, v_{n-1} \) and hiding \( v_i + k \). If \( v_n \geq v_i + k \), reveal everything and allocate the item to bidder \( n \).

By inspection, strategy \( s'_0 \) is a safe deviation from the second-price commitment auction. In addition, when compared to the second-price commitment auction, the payment received by the auctioneer only differ when \( v_n > v_i \). This is due to the fact that when \( v_n \leq v_i \), the auctioneer maximizes revenue by allocating the item to bidder \( i' \) and charging the second highest bid as payment even if the auctioneer submit a fake bid to bidder \( n \).

We first upper bound the probability that \( v_n \in (x, x + k) \) given that \( v_n \geq x \) for all \( x \geq 1 \),

\[
Pr[v_n \in (x, x + k) | v_n \geq x] = \int_x^{x+k} \frac{f^\alpha(v)}{1 - F^\alpha(x)} dv \
\leq \int_x^{x+k} \frac{f^\alpha(x)}{1 - F^\alpha(x)} dx 
= k h F^\alpha(x) = \frac{k}{(1 - \alpha) x}
\]

Next, we compute the expected revenue for the auctioneer conditioned on \( v_n \) being the highest bid, and the second highest bid being \( x \geq 1 + k \). Recall that when \( v_n \in (x, x + k) \), the auctioneer hide the fake bid \( x + k \) and charge \( x \) from bidder \( n \). When \( v_n \geq x + k \), the auctioneer reveal all the bids and charge \( x + k \) from bidder \( n \).

\[
E[u_0(s'_0, s, v) | v_n > x] = E[(x - k) \cdot I[v_n \in (x, x + k)] | v_n > x] + E[(x + k) \cdot I[v_n \geq x + k] | v_n > x] \
= x - k Pr[v_n \in (x, x + k) | v_n > x] + k Pr[v_n \geq x + k | v_n > x] \
\geq x - \frac{k^2}{(1 - \alpha) x} + k \left( \frac{x}{x + k} \right)^{\frac{1}{1 - \alpha}}
\]

Observe \((\frac{x}{x+k})^{1/(1-\alpha)}\) is a monotone increasing with respect to \( x \). Using the fact \( x \geq \frac{k(3/4)^{1-\alpha}}{(1-\alpha)(1-(3/4)^{1-\alpha})} \), we have

\[
E[u_0(s'_0, s, v) | v_n > x] \geq x - k \left( \frac{1}{(3/4)^{1-\alpha} - 1} \right) + k \left( \frac{(3/4)^{1-\alpha}}{(3/4)^{1-\alpha} + (1 - \alpha)(1 - (3/4)^{1-\alpha})} \right)^{\frac{1}{1-\alpha}} \
\geq x - k \left( \frac{1}{(3/4)^{1-\alpha} - 1} \right) + \frac{3}{4} k 
\geq x - \frac{1}{3} k + \frac{3}{4} k = x + \frac{5}{12} k
\]

Finally, observe the expected revenue for the auctioneer conditioned on \( v_n \) not being the highest bid or \( v_1, \ldots, v_{n-1} < T \) is the same as the expected revenue of the auctioneer when honestly implementing the auction. When \( v_n \) is the highest bid and \( v_i \geq T \), we showed the auctioneer get revenue strictly higher than \( x \). Formally, we apply the tower rule by computing the conditional
We conclude which implies the statement and concludes the proof. □

Proof of Lemma 5.1. First, we will rewrite the expected value.

\[
E[X|E] = E[X + \phi(X) - \phi(X)|E] \\
= E[\phi(X)|E] + E\left[ X - X + \frac{1 - F(X)}{f(X)} \right] \quad \text{(by definition of virtual values)} \\
= E[\phi(X)|E] + E[1/h(X)|E]
\]

Event \( E \) implies \( X \geq r \), then by setting \( v' = X \) and \( v = r \) in Lemma C.1, we have

\[
E[X|E] \leq E[\phi(X)|E] + E[(1 - \alpha)(X - r) + 1/h(r)|E] \\
\implies E[X|E] \leq \frac{E[\phi(X)|E]}{\alpha} + r \quad \text{(by the fact } h(r) = 1/r)\]

which implies the statement and concludes the proof. □

Proof of Theorem 5.4. From Theorem 5.3, it is sufficient to show that for \( k = \text{poly}(n, 1/\epsilon) \),

\[
\sum_{i=1}^{n} \frac{1 - \alpha_i}{\alpha_i} E[\phi_i(v_i)\pi_i(v) \cdot \mathbb{1}[v_i \geq k]] \leq \epsilon
\]

Let \( i^* = \arg \sup_{i \in [n]} 1 - \frac{\alpha_i}{\alpha_i} E[\phi_i(v_i)\pi_i(v) \cdot \mathbb{1}[v_i \geq k]] \). Then, the previous expression is bounded by:

\[
n \frac{1 - \alpha_{i^*}}{\alpha_{i^*}} E_{v_{i^*} \leftarrow D_{i^*}} [\phi_{i^*}(v_{i^*}) \cdot \mathbb{1}[v_{i^*} \geq k]]
\]
Let $\alpha = \alpha^r$, $r = r^r$. By the $\alpha$-strong regularity property,

$$E_{v_i \leftarrow D_i}[\phi_i(v_i)|v_i \geq k] \leq E_{v_i \leftarrow D_i}[v_i|v_i \geq k]$$

$$= k + \int_{k}^{\infty} Pr_{v_i \leftarrow D_i}[v \geq x|v \geq k]dx$$

$$\leq k + \int_{k}^{\infty} \left( \frac{ar + (1 - \alpha)k}{ar + (1 - \alpha)x} \right)^{\frac{1}{\alpha}} dx \quad \text{(By Lemma C.2)}$$

$$= k - \left[ \frac{1 - \alpha}{\alpha} \left( \frac{ar + (1 - \alpha)x}{ar + (1 - \alpha)k} \right)^{-\frac{1}{\alpha}} \frac{ar + (1 - \alpha)k}{1 - \alpha} \right]_k^{\infty}$$

$$= k + r + \frac{1 - \alpha}{\alpha} k$$

$$= \frac{k}{\alpha} + r$$

By Lemma C.2,

$$Pr_{v_i \leftarrow D_i}[v \geq k] \leq \left( \frac{r}{ar + (1 - \alpha)k} \right)^{\frac{1}{\alpha}}$$

Let $k = r + rx$ for some $x \geq 0$. It follows,

$$n \frac{1 - \alpha}{\alpha} E[\phi_i(v_i) \cdot I[v_i \geq k]] \leq n \frac{1 - \alpha}{\alpha} \left( \frac{k}{\alpha} + r \right) \left( \frac{r}{ar + (1 - \alpha)k} \right)^{\frac{1}{\alpha}}$$

$$\leq \frac{2n(1-\alpha)r(x+1)}{\alpha^2} \left( \frac{r}{ar + (1 - \alpha)k} \right)^{\frac{1}{\alpha}}$$

(Using the fact $r \leq k/\alpha$ and $k = r(x + 1)$)

$$\leq \frac{2n(1-\alpha)r(x+1)}{\alpha^2} \left( \frac{1}{1 + (1 - \alpha)x} \right)^{\frac{1}{\alpha}}$$

(Using the fact $k = r(x + 1)$)

Setting $x = \frac{1}{1-\alpha} \left( \frac{2nr}{\alpha^2 \epsilon} \right)^{1/\alpha} - 1$, we have

$$\sum_{i=1}^{n} \frac{1 - \alpha_i}{\alpha_i} E[\phi_i(v_i)\pi_i(v) \cdot I[v_i \geq k]] \leq \frac{2n(1-\alpha)r}{\alpha^2} \frac{1}{1 - \alpha} \left( \frac{2nr}{\alpha^2 \epsilon} \right)^{\frac{1}{\alpha}} \left( \frac{2nr}{\alpha^2 \epsilon} \right)^{-\frac{1}{\alpha}}$$

$$= \frac{2nr}{\alpha^2} \left( \frac{2nr}{\alpha^2 \epsilon} \right)^{-1} \epsilon$$

$$= \epsilon$$

$\square$

C STRUCTURAL LEMMAS FOR $\alpha$-STRONGLY REGULAR DISTRIBUTIONS

The following lemma, follows directly from the definition of virtual values and $\alpha$-strongly regular distributions.

**Lemma C.1.** If $F$ is an $\alpha$-strongly regular distribution, then for all $v' \geq v$,

$$h(v') \geq \frac{1}{(1 - \alpha)(v' - v) + 1/h(v)} \quad \text{(4)}$$
Proof of Lemma C.1. For all $v' \geq v$, if $h(v)$ is the hazard rate of $F$, then $\phi(v') = 1 - 1/h(v)$. By definition of $\alpha$-strongly regularity,
\[
\phi(v') - \phi(v) = v' - 1/h(v') - v + 1/h(v) \geq \alpha(v' - v)
\]
\[
\implies 1/h(v') \leq (1 - \alpha)(v' - v) + 1/h(v)
\]
The later implies the statement. \hfill \square

Lemma C.2. Let $D$ be an $\alpha$-strongly regular distribution. For all $x \geq r$,
\[
Pr_{v \leftarrow D}[v \geq x] \leq Pr_{v \leftarrow D}[v \geq r] \left(\frac{r}{(1 - \alpha)x + ar}\right)^{\frac{1}{1-\alpha}}
\]

Proof of Lemma C.2. Let $H(v) = \int_0^v h(x)dx$. We first claim $1 - F(v) = e^{-H(v)}$. Let $\frac{d}{dx} \ln(1 - F(x)) = -\frac{f(x)}{1 - F(x)} = -h(x)$. By the fundamental theorem of calculus, $\int_0^v -h(x)dx = \ln(1 - F(v)) - \ln(1 - F(0)) = \ln(1 - F(v))$ which is equivalent to $1 - F(v) = e^{-\int_0^v h(x)dx}$.

By Lemma C.1, we have
\[
H(v) = \int_0^v h(x)dx = \int_0^r h(x)dx + \int_r^v h(x)dx \\
\geq H(r) + \int_r^v \frac{1}{(1 - \alpha)(x - r) + r}dx \\
= H(r) + \frac{1}{1 - \alpha} \left[ \ln((1 - \alpha)(x - r) + r) \right]_r^v \\
= H(r) + \frac{1}{1 - \alpha} \ln \left( \frac{(1 - \alpha)v + ar}{r} \right)
\]
It follows,
\[
Pr_{v \leftarrow D}[v \geq x] = e^{-H(x)} \\
\leq e^{-H(r)} e^{\frac{1}{1-\alpha} \ln \frac{r}{ar + (1 - \alpha)x}} \\
= Pr_{v \leftarrow D}[v \geq r] \left(\frac{r}{ar + (1 - \alpha)x}\right)^{\frac{1}{1-\alpha}}
\]
\hfill \square